Available online at www.sciencedirect.com

Internationsl

SCIENCE@DIRECT® Q@@]?m@u @ﬁ’
e Thermmeal
y @@Ji nees
ELSEVIER International Journal of Thermal Sciences 45 (2006) 257-268 ©
www.elsevier.com/locatelijts
Bubble and boundary layer behaviour in subcooled flow boiling
Reinhold Maurus, Thomas Sattelmayér
Lehrstuhl fiir Thermodynamik, Technische Universitat Miinchen, 85747 Garching, Germany
Received 12 January 2004; received in revised form 7 May 2004; accepted 7 May 2004
Available online 6 October 2005
Abstract

Subcooled flow boiling is a commonly applied technique for achieving efficient heat transfer. In the study, an experimental investigation
the nucleate boiling regime was performed for water circulating in a closed loop at atmospheric pressure. The horizontal orientated test-sec
consists of a rectangular channel with a one side heated copper strip and good optical access. Various optical observation techniques were aj
to study the bubble behaviour and the characteristics of the fluid phase. The bubble behaviour was recorded by the high-speed cinematograph
by a digital high resolution camera. Automated image processing and analysis algorithms developed by the authors were applied for a wide rz
of mass flow rates and heat fluxes in order to extract characteristic length and time scales of the bubbly layer during the boiling process. Using
methodology, the bubbles were automatically analysed and the bubble size, bubble lifetime, waiting time between two cycles were evaluated.
to the huge number of observed bubbles a statistical analysis was performed and distribution functions were derived. Using a two-dimensic
cross-correlation algorithm, the averaged axial phase boundary velocity profile could be extracted. In addition, the fluid phase velocity prof
was characterised by means of the particle image velocimetry (PIV) for the single phase flow as well as under subcooled flow boiling conditio
The results indicate that the bubbles increase the flow resistance. The impact on the flow exceeds by far the bubbly region and it depends o
magnitude of the boiling activity. Finally, the ratio of the averaged phase boundary velocity and of the averaged fluid velocity was evaluated |
the bubbly region.

0 2005 Elsevier SAS. All rights reserved.
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1. Introduction high heat transfer augmentation. Although a huge number of
publications on the topic of boiling heat transfer exist, the basic
It is widely known, that nucleate boiling is a very efficient knowledge of the physical mechanisms governing the boiling
heat transfer mechanism and therefore plays a major role iprocess is still incomplete. Many boiling models have been
many technical applications. Traditional examples are stearderived on a semi-empirical basis or highly simplified repre-
generation in fossil and nuclear power plants or the cooling ofentation of the real processes. After all, several aspects of the
rocket engines. Besides these established fields also new apgdhysics of boiling are contradictorily discussed and a full con-
cations appear at the horizon like two phase car engine coolingensus has not been reached yet.
or the cooling of electronic devices, which serve as the tech- In the past, many investigations of the bubble behaviour and
nical motivation for further research on boiling in the future. dynamics were performed. Due to the short time scale process,
Subcooled boiling is characterised by the presence of smalhe bubble dynamics can only be resolved by high-speed cin-
bubbles, which grow and collapse very rapidly on or near thematography with frame rates above 1000 frames per second.
heated surface. These bubbles are responsible for an extremdliie pioneering work of Gunther [1] is well known. He was the
first, who studied the bubble behaviour during subcooled flow
-~ boiling using the high-speed photography. He quantified suc-
Corresponding author. Tel.: +49 89 289 16227; fax: +49 89 289 16218. . e
E-mail addresseseinhold@maurus.de (R. Maurus), cessfully the bubble size, the lifetime, the growth rate and other
sattelmayer@td.mw.tum.de (T. Sattelmayer). parameters as functions of system parameters like pressure,
1 Tel.: +49 89 28916227; fax: +49 89 28916218. subcooling and velocity. Also Abdelmessih et al. [2], Bibeau
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Nomenclature

C constant Tw heater surface temperature ................... K
dp bubble diameter ........... ... ... ... s m ATy  temperature difference of wall and fluid ....... K
8(L)  boundary layer thickness .................... Mg bubble lifetime ............ccoooviiiiiiii... $
Fy cumulative distribution function tg.ab  bubble lifetime after lift-off ................... s
G liquid mass flux ................... kg2st waiting time .............coiiiiiiii, g
Nu Nusselt number T Me L 5
Nu.  local Nusselt number u local fluid velocity ...................... gl

L d!stance from channel entrance .............. mu0 BUIK VEIOGIY - v oo arl

& distance from heaterentrance ................ m > dimensionless fluid velocit &l

Pr Prandtl number " L MY 1
Pos camera position (1, 2, or 3) v local vglpcny in normal direction ......... 15T

q heat flux . . . ..o M\WI—2 Wpg probability ........... RELEERETRREPRRPTRRERTY %
Re.  Reynolds number wpys phase boundary velocity ................. .St

Re, local Reynolds number X coordinate streamwise ...................... m
Tsup  rate of subcooling ..................ccooii.. KY coordinate transverse ................ ... m
Tsat  saturation temperature ...................... Kyt dimensionless wall distance

[3], Kandlikar et al. [4], Klausner et al. [5], Prodanovic [6] are shortly summarisetin the second part new results are pre-
and others studied the bubble behaviour with optical high-speeskented, which describe the characteristics of the liquid phase
techniques under subcooled flow boiling conditions. Due to theinder adiabatic and boiling conditions measured with PIV. In
lack of automated evaluation methods these researchers hadtveo phase flows most optical measurement techniques are diffi-
analyse the recorded films manually. Single bubbles were segult to apply without huge errors. Furthermore, the dimension-
lected and tracked in the subsequent images of the high-speétity of the problem grows due to the additional parameters of
film.? It is obvious that due to this laborious analysis techniquehe second phase and makes a full characterisation difficult. In
the results of the bubble behaviour were mostly calculated fronthe past, flows with adiabatic bubbles have been investigated
a very limited set of bubbles and experimental conditions. Demore often by other authors compared to flows with boiling.
spite the low width of the database, attempts were made to dédarie et al. [7], for example, intensively studied the impact of
rive the behaviour of the “representative” bubble from the smalRdiabatic gas bubbles in vertical bubble columns. In contrast,
fraction of information on the films exploited. An additional & characterisation of subcooled boiling flows was to date ex-
problem for the development of a common understanding of th&lusively performed by Hasan [8]. He investigated the velocity
boiling process is that some of the effects observed in differer@Nd temperature profile as well as the fluctuations in the bubbly
studies are not fully consistent. Different geometrical designs of€gion of a vertical annulus (the test fluid was the refrigerant
the experimental setup and the properties of the individual tedf113) using a hot wire anemometer and the LDA technique.
fluids are a major reason for these contradictory results. For )
example, the orientation of the heater surface with respect t§- ExPerimental setup
gravitation (horizontal or vertical) has a strong influence on the ) o ) .
bubble detachment process, making a direct comparison ver For the investigation of the bubble behaviour a test facility
difficult. or flow boiling over a flat plate was built. The experimental
The motivation for the present investigation was that a fullfcility was designed for water at low system pressure and the
statistical analysis of the bubble behaviour and detailed mednvestigation of partially and fully developed subcooled flow

surements of the interaction between the liquid and the vapOLPOi”ng' Fig. 1 shows a sketch of the test facility. For a detailed
phase were missing. Fortunately, the quick progress digitéilescr'pt'on of the setup see Maurus etal. [9].

high-speed video techniques have made in recent years and L clqsed loop allows the variation of the_opera_ting pres-
the high speed of modern computers in general allow the aps_ure, the inlet temperature and the flow velocity. Using a vari-
ble speed pump, the liquid velocity through the test-section

plication of automated procedures for image processing in thB?” be adjusted between zero and &th The minimum sub-

future. The main standard parameters characterising the bucooling is limited to 5 K due to cavitation in the pump. A heat

ble behaviour are the bubble size, the lifetime, the waiting time :
. exchanger extracts the heat transferred to the flow in the test
between two cycles and the bubble density on the heater sur

- . ) . section. The fluid degassing tank in the by-pass of the loo
face. While in the first part of the paper these interesting reSUItFemoves non-conden%,able golved gases (r);];inly air) by he:t-

2 Bibeau [3] started already in this direction by evaluating the size and the 3 Some of these results and the analysis algorithms were already presented in
elongation of single bubbles using image processing and analysis algorithmsprevious publications of the authors [9,15].
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Fig. 3. Set-up of the particle image velocimeter.

ble density and the void fraction could be measured (see [9]).
Camera 2 is a HS-Kodak Ektapro camera operated at a rate of
9000 frames per second with a resolution of 22856 pixels.

This speed delivers sufficient temporal resolution (0.11 ms) of
the observed boiling patterns. The focal length of the receiving
optics is 105 mm. For each point of operation 1000 frames were
recorded. Simple backlighting was used in the high-speed video

CAMERA 2 ELECTRIC recordings. The advantage of this technique is the high light in-
CARTRIDGES tensity, which is needed to obtain extremely short shutter times
Fig. 2. Test-section and location of the cameras. at the high frame rates employed. A tungsten lamp (500 W) and

an optical diffuser plate mounted between lamp and test section

ing the fluid up to the saturation temperature. The degassingenerates the high intensity diffuse white light.
process is started hours before and continues during the experi- Since the position of both cameras can be varied in two di-
ments. All experiments were performed at steady state. rections by a mechanical traverse, the boiling process can be

Good optical access was an important aspect for the desigiecorded stepwise from the beginning to the end of the heater.
of the test section (see Fig. 2), which is a horizontal rectanDepending on the selected optical magnification, the accessed
gular channel of 500 mm length with a cross-sectional area opbservation area can be varied from 10 mm up to 100 mm. Con-
40 mmx 40 mm. A nozzle upstream generates uniform inflowsequently, the maximum spatial resolution is about 40 microm-
conditions. The copper bar having a wetted surface of 15 mreters per pixel for the high-speed camera and about eight mi-
width and 200 mm length is heated with electric cartridges angrometers for the high resolution camera. The images recorded
provides a constant heat flux boundary condition with a maxby the high-speed camera shown subsequently cover an area
imum of 1.50 MWm~—2. The heated wall section is located in of 32 mm length in main flow direction. The left side of the
the centre of the lower wall and starts 250 mm downstream oiimages is located 10 mm downstream of the beginning of the
the entrance of the channel. Three observation windows alloieated surface.
optical access normal and parallel to the heated surface. The Using a Dantec particle image velocimeter (PIV) (e.g. [10])
relatively small width of 15 mm results from a compromise be-the two-dimensional velocity vector map of the fluid phase
tween the desired two-dimensionality of the boiling process ircould be measured. Subsequently the operation principle and
the middle of the channel and the optical access to the centréiie optical set-up of this technique will be briefly described.
plane. PIV provides instantaneous velocity vector measurements in

The optical arrangement is also sketched in Fig. 2. Two difa cross-section of a flow, from the pattern of the scattered
ferent cameras for the observation of the bubble behaviour aleght from seeding particles. The illumination is provided by
mounted on an optical bench. Camera 1 is a Sony XCD-900~0 consecutive laser pulses with high energy and the light is
with a resolution of 1280« 960 pixels (8-bit) at a speed of collected by an image transfer CCD camera with high spatial
7.5 frames per second. The focal length of the receiving opresolution. The motion of the particles is evaluated by a cross-
tics is 75 mm and the exposure time was two milliseconds. Theorrelation algorithm.
recorded sequence is limited to seven images. Using this cam- Fig. 3 shows the components of the system used in the in-
era and the view perpendicular to the heated surface, the bulestigations. The test section was illuminated by two Nd:YAG



260 R. Maurus, T. Sattelmayer / International Journal of Thermal Sciences 45 (2006) 257—268

lasers, operating in the pulse mode. The wavelength of the ligr

beam is 532 nm and each pulse has an energy of 200 mJ wi

a duration of 8 ns. Two criteria must be considered in select

ing the optimum time delay between the two laser pulses. Fo A

high accuracy the delay should be as large as possible. Ho — — y —
ever, if the upper limit given by the assumption of constantﬁ '

velocity between the pulses is exceeded the cross-correlatidz vamtommation. | erosscorrtaton ] eutbe wacking Jumercal B g tine
algorithm fails due to mapping problems. The typical time[&| **"

step used in the experiments was 100 ms. Using cylindrica , , r , ,
lenses the laser beam was expanded to a planar light sh ¥ ¥ : ¥ ¥
with a thickness of approximately 1 mm. The scattered light |[, . bubble character o
from the tracer particles was recorded by the HiSense CCI&| tmemdmsce | [|ammine widttion. [l " S
camera (Hamamatsu) with a chip resolution of 1280024  |& rortad ! two bubbles
pixels showing a display window of 24 30 mn?. The cam- Dy

era was mounted on a traverse in order to provide access to
the boundary layer at three different positions along the heater. Fig. 4. Algorithms and their results.
These positions are identical to the positions used in the experi-__

ments with the high-speed camera. As tracer particles holloy
glass spheres with a diameter of 0.01 mm and a density ¢
1000 kgm~—3 were added to the liquid. For each test paramete gt
100 image pairs were recorded and stored. For the calculati
of the velocity vector map of each image pair the standard
cross-correlation algorithm implemented in the analysis tool
“FlowMap 1500 of the supplier Dantec was used. Thereby . ) ) )
the full image was divided in 3% 32 pixel sized so-called the processing and analysis of single images as well as for
interrogation spots with an overlapping of 50%. Before a stalmage sequences are a combination of elements of the im-
tistical analysis was performed the calculated velocity vector@de processing toolbox and additional code written by the au-
had to be verified with respect to accuracy. Due to the probthors-

lem of the reflection of the laser light at the phase boundaries

of the bubbly layer, not all calculated vectors stem from the3.1. Image pre-processing and analysis

tracer particles. This problem could be resolved by rejecting

vectors outside predefined limits for the calculated magnitude

and the angle. In particular at high nucleate boiling activityth

. N o t
this procedure leads to a rejection of up to 80% of the calcudescribed in detail in [9]. Using the top view on the boiling

lated velocity vectors in the bubbly region. After th|s.f|lter|ng surface, various boiling parameters such as the bubble density
nearly all of the accepted vectors belong to the motion of the . —
. . L : : .on the heater surface, the bubble size distribution, the bubble
tracer particles in the liquid phase. This was validated by vi- . . X
. . - spacing as well as the void fraction were evaluated.

sual control of some velocity maps with the originally recorded

image pairs. From these tests it can be concluded that the PlV n order. to receive temporal mformauon concerning the bUb._
li)le behaviour various high speed films at different test condi-

measurements deliver a good measure for the average velocy |\t§ns were recorded. For the evaluation of this huge database
distribution both in the outer region of the boundary layer ano#. . o 19
ive different algorithms have been developed and implemented

in the bubble region. For a statistical analysis of the fluid be- the f K of th ted studv (Fia. 4). Before th
haviour along the boundary layer an algorithm was developedn e framework of the presented study (Fig. 4). Before these

which converts the planar information of all velocity maps to aalgorlthms were applled, a number of image pre-processing
representative velocity profile by spatial and temporal averag_‘?'teIOS were needeq in .order to enhance th.e qqa“ty of all raw
ing. images (exgmple in Fig. 5). As sketched in F|g. 6, t'he pre-
processed imagesX¢Y plane) are then stacked in their tem-
poral sequencel{-axis), generating a three-dimensional aftay,

which delivers the database for the application of the five algo-

Although many algorithms for the image quality enhance-1thms mentioned above. _ _
ment exist, no adequate tools for the evaluation of image se- Subsequently, the 2D cross-correlation algorithm for the ex-
quences from boiling experiments were available. For this reaaction of the phase boundary velocity profile is briefly de-
son, own algorithms were developed in the framework of thescribed.
boiling study on the basis of MATLAB with its image process-
ing tOOIbO)?' Using this Obje(_:t orientated programming tool the's The X-axis is here defined as the coordinate in downstream flow direction,
effort required for the algorithm development was reduced tgne y-axis as the coordinate normal to the flow direction. Thexis results
an acceptable level. All subsequent mentioned algorithms foffom the time period of the recorded high speed film.

Fig. 5. Typical image of the high-speed video film.

The processing and the analysis routine for the images of
e high resolution camera (Camera 1 in Fig. 2) were already

3. Algorithmsfor automated bubble analysis
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Fig. 8. Calculated correlation coefficient (left) and velocity histogram (right).

' Lf / ‘
) 4 streamwise direction and afterwards it is shifted stepwise up-
7 N wards passing the diagonal given by the bubble streak. At each
position the fixed and the moved boxes are compared by cal-
culating the correlation coefficieRtFor a fixed position, the
calculated correlation coefficient behaves as sketched in Fig. 8.
The best similarity results in a clearly visible maximum of the
correlation coefficient. After the shifting procedure has been
completed, the position of the maximum of the correlation co-
efficient gives the bubble velocity, after the frame count at the
maximum was multiplied with the shift in-direction.

An appropriate choice of the-shift must consider two con-
straints. If it is too small, the angular resolution of the streak

pattern will be low. Thus, the accuracy of the deduced velocity

/
stepwise /
shifted ,/
/
/

..l.H.H.H*’:lllllllllllllllllllll

>
const.

\. reference window S
shift .

S (fixed)

will suffer. If the shift is too large, the similarity of the patterns
of the fixed and the moving box is partially lost and no clear

X correlation is found. In addition, the selection of the size of the
boxes must also follow certain rules. They must be large enough
to capture the characteristic pattern of a streak and yet small
enough to minimise the computational effort. By performing a
parameter study, it was found that the optimum box contains

Cross-correlation of images is useful for extracting structuraft0 x 40 pixels (see_ Maurus and Satte_lmayer [1_2])' !
similarity between two datasets. It is used in PIV in order to " Order to obtain one representative velocity profile of the

obtain the average particle shift between the double exposd!Pbly layer thex-, 7-plane is divided into 180 starting posi-

images. While here the particles are very small and appedfons (Se€1 10 ligo in Fig. 7) and the mentioned procedure is
in form of single spots on the camera chip, the characteristi@PpPlied for each position. Because not at all 180 positions the

length scale is much bigger, if the velocity of the phase boundstreaks are clearly yigible, some crite_ria are defineq to validgte
aries in the bubbly layer is of interest, like in the current study.n® computed coefficients. If the maximum correlation value is
Some similarities with the work of Smith and Dutton [11] exist, below a threshold or if it is not found inside the interval but in-
who developed a 2D cross-correlation algorithm for the deterStéad on the boundaries, the datapoint is discarded. Otherwise
mination of large scale turbulent structures. They performed § iS @dded to the histogram in Fig. 8 in order to get the average
parametric study to optimise the image time delay and the cofime step, which provides together with the consteshift the
relation window size. In contrast, the information of the entirefinal information of the bubble interface velocity at the given
high-speed film is used in our boiling study. y-position.

Fig. 7 illustrates the developed algorithm. On the left, anim-  After the computing has been completed foralpositions
age representing a part of the 3D data matrix is given. dhe of the database, an additional criterion is used to define the
t-slice for a fixed height above the heated surface shows therange, where the velocity profile can be determined with suf-
temporal movement of the bubble in thedirection, which pro- ~ ficient precision. For each distance from the heatepdgsition)
duces a diagonal streak in the -plane. The faster the bubble, the number of valid correlations is controlled. Only if more than
the smaller is the angle between the streak and tagis. The 80 of the 180 correlations are valid, the calculated value is se-

aim of the algorithm is to find the average slope of these streaks.

For this purpose, two smaller sized windows or boxes are place¢t———
purp b The sum of the products between the pixel data of the fixed and the shifted

In t_he Image, as S.hOWIfl n Elg. 7.One qu |s.at a_ﬂxed pOSItIOQ)OX is calculated, which provides a measure of similarity. The correlation co-
Wh'le the second is ShlfteFi nas weII-as 'r"d”eCt'on: In the efficient is computed, which ranges from 0 for completely dissimilar to 1 for
first step the second box is moved with a predetermined step ientical datasets.

Fig. 7. Principle of the 2D cross-correlation algorithm.

3.2. Two-dimensional cross-correlation algorithm
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lected for the final result. As seen in Figs. 16 and 17, this is LTS [kg/(ms)]
usually the case for wall distances 066 y < 1.5 mm. 2000 || eeeseeeeen caleulation G=2000
It is noted, that this procedure can be extended with the in- 1500 | caleulation G71000
tention to measure the velocity component normal to the flow | o
too. Here the second box has to be placed, instead on the same 750
y-height, on a higher level above. The calculated velocity vec= 0.6 1 500
tor contains now both components, the normal and the parallei ’
vector. This method was also applied to analyse the 3D data®™ oad——
base. Due to the small resolution of the high-speed camerathe = | ..
additional shift into they-direction was only 2 pixels in order Y -
not to loose the growing bubble for the cross-correlation calcu- = | —
lation. Consequently the uncertainty of the obtained results was . . ' . '
very large and hence not suitable for publication. 0 10 20 30 40 50 60

correlation McAdams

O > O ¢ @ > H ¢

4. Reaults

4.1. Flow boiling curves

Ty, = 20K q [MW/m’]
—— 0,20
- 027
—— (37
-o— (48
——
-

In Fig. 9 various convective boiling curves for water at a 35
constant rate of subcooling and pressure for different mas:
fluxes are shown. As expected, the onset of boiling depend
on the fluid velocity and a velocity increase enlarges the ef- N 25
fect of forced convection on the heat transfer. The decrease ] /rfﬂ 5
the surface temperature for a given heat flux delays the onset
boiling. In the nucleate boiling region the heat flux rate depends L5
strongly on the velocity, whereas in the fully developed boiling 11
region the boiling curves merge. For high superheat, the hee 05 \
transfer is dominated by the boiling process and the velocity s
dependence vanishes.

McAdams et al. [13] studied the subcooled flow boiling of

water in a vertical annular pipe and published the following cor- G [kg/(m?s)]
relation:

q=C(Tw — Tsap" (1)
The maximum heat input delivered from the cartridge heater

As shown in correlation 1, the heat flux depends exponentiall)é. . " )
. . . id not allow approaching the critical heat flux of water. Fig. 9
on the wall superheat. The calculation with the given coef-

ficients of McAdams f = 3.86 und C — 3.77 W-m-2-K-1) shows clearly that in the tests th.e_ boiling patterns were observed
. : . rom the onset of nucleate boiling up to the fully developed
agrees well with the experimental data in the fully develope

boiling region. The exponents reported by other authors varyOIIIng regime.

between 3 and 4. The value ¢f reported by McAdams de- 4.2 Bubble characteristic
pends mainly on the content of gas solved in the fluid. To"
compare the results for the lower part of the boiling curve the . . —— .

heat transfer for single phase over a flat plate was calculated AIthqugh experimental |nvest|ga.t|0'ns on bo!]lng were fq- "
using correlation 2 [14] for two mass fluxes & 1000 und cussed in the past on the chargctensﬂcs of thg representative
2000 kgm~2-s-1), which are additionally displayed in Fig. 9. bubble, the bubbles produced in nucleate boiling do not show

Here it had to be considered, that the starting point of the turd unique behaviour. As the analysis of the data acquired in the

bulent boundary layer development differs from the beginningc_u”ent study revealed an extreme wide scatter of e.g. bubble

of the heated surface. This can be incorporated by correctin ze, subsequent results are presented in form of cumulative dis-
ibution functionsF, (Figs. 11-14). The extreme width of the

the local Nusselt number by means of correlation 3 [14]. Bot o A A TYe .
curves show. that the correlation models the measured hemeasured distribution indicates that averaging leads to a severe

transfer at the onset of nucleate boiling very well. Thisis a clealOSS of _m_formstl_(l)_n and to the wrong physical model of a fully
indication that the low width heater employed behaves similafje'[erm'mStIC otling process.
to a fully heated wall.

Pos 1 (10 -42 mm)

0,63
0,77
0,94

—A—
—— 1,08

0 500 1000 1500 2000 2500

Fig. 10. Influence of the heat and mass flux on the bubble density.

4.2.1. Bubble density
Nu, = 0.030&Rée/°prl/3 ) Fig. 10 shows the effect of the heat flux and the liquid mass
NU, (£ flux on the bubble density above the heater at a constant rate of
NG — k(¢=0) 3 ; \ :
Ue = [1— (&/x)¥10]1/9 ®3) subcooling and system pressure. The expression “bubble densi-
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Fig. 11. Influence of the liquid mass flux on the bubble size distribution. Fig. 12. Influence of the liquid mass flux on the bubble lifetime.

1
ty” represents here the average number of bubbles, whicharein |

stantly visible in the observed region of the heater. It hence dif-
fers to the idiom “nucleation side density”, which summarises
all nucleation sides activated during a certain period of time. 061
These results were obtained with the vertically mounted high
resolution camera. In general, increasing the heat flux leads g 03
an increase of the bubble population. With increasing mass flux 041
the bubble density is reduced drastically. For heat fluxes below %3
g =0.77 MW-m~2, a linear decrease is observed. Note that the %21},
curves have a very similar slope. The reason for this behaviour 0.1
is the increase of the convective heat transfer with the mass flux 0 # y
which leads to a decrease of the surface temperature and cons 0 02 04 06 08 I L2 14 16
quently to less activated nucleation sites. For heat fluxes abow ty an [mS]

g = 0.94 MW-m~2, the bubbles coalesce and the number of o o )
bubbles decreases in particular for small mass fluxes. In this ré:_lg. 13. Influence of the liquid mass flux on the lifetime after the bubble lift-off.
gion (see curves with thin lines) the bubble activity becomes so

strong that the limit of the measurement technique is reachedNto account. The distribution functions have a shape remark-
ably similar to the bubble size distributions (see Fig. 11). Inter-

4.2.2. Bubble size distribution estingly, the data evaluation reveals clearly, that the very short

The images from the high resolution camera also contaififétime of a high number of small bubbles is the physical rea-
the information about the bubble size. From these images or#2n behind this finding, which is consistent with the work of
histogram of the bubble size for each test parameter was capibeau [3], who also detected a strong correlation of the bub-

culated. After integration the cumulative distribution functionsPl€ lifetime with the bubble size. With increasing mass flux the
shown in Fig. 11 were obtained. This figure reveals the influPubble lifetime decreases and it can be seen, that for high mass
ence of the heat flux and the convective mass flux on the sizixes G > 1500 kgm~2.s™1) no bubbles reach a lifetime of
distribution. more than 1.5 ms. The results of the liquid mass flux varia-
The bubble size distribution indicates that many small bublion show good agreement with the findings of other authors
bles are present. Fifty percent of the observed bubbles haJ&e Gunther [1], Akiyama and Tachibana [24] or Zeitoun and
diameters smaller than 0.5 mm. Although the bubble densityphoukri [25], who also studied the bubble lifetime during sub-
depends clearly on the liquid mass flux [9], the bubble size discooled flow boiling. The reason for the smaller size distribution
tribution is only a very weak function of the main flow velocity. at higher convective mass fluxes is the reduced temperature in

An increase of the mass flow by a factor of five decreases thie thermal boundary layer and the augmentation of turbulence
bubble size only moderately. in the cross flow. Both phenomena force the condensation at the

bubble tip and limit the bubble size and lifetime.

0,8 1
0,71

G [kg/(m?s)]
250
500
750
1000
1500
2000
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4.2.3. Bubble lifetime

The temporal information of the bubble behaviour is evalu-4.2.4. Bubble lifetime after lift-off
ated by means of the bubble tracking algorithm introduced by Fig. 13 depicts the remaining lifetime of the bubbles after the
the authors in [15]. Fig. 12 shows the effect of the mass fluxift-off from the heater surface. Similarly to the total lifetime the
on the total bubble lifetime, which includes the time differenceeffect of the convective liquid mass flux is very dominant. Note
between the nucleation process and the complete condensatithrat the remaining lifetime is roughly one order of magnitude
and which does not take the lift-off behaviour of the bubblessmaller than the total lifetime. The strong influence of the mass
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Fig. 15. Influence of the liquid mass flux and the heat flux on the bubble lift-off
Fig. 14. Influence of the liquid mass flux on the waiting time between tWO probability.

bubble cycles.

0,9
flux can be explained again by the increasing slip between bott 038 ] G_,[_kg/(gg)] 4=0.77 MW/m?
phases and the augmentation of turbulence in the liquid. The 071 =+ 375 Pos 2 (45 - 75 mm)
latent heat of the condensing vapour, which heats up the liquic ] = 500 T = 20K
near the bubble interface, is more effectively convected intothe .~ ¢ [ - 750
bulk liquid leading to a larger the temperature difference and“*» 0] —°~ 1000
condensation rate. This effect explains also the negligible influf™*! ¢4 i :2(5)8
ence of the heat fluxes at constant mass flux. Similar findings 03] —— 2000
were described earlier by Lucic et al. [16], who studied the heat |
transfer around single condensing bubbles in vertical subcooler %21
flow boiling with holographic interferometry. 0,1 1
0 T T T T T T
4.2.5. Waiting time between two bubble cycles 0 0,2 0,4 0,6 0,8 1 1,2 1,4
The waiting time between two bubble cycles was also de- Y [mm]

tected, using the fifth algorithm shown in Fig. 4. Fig. 14 shows
the effect of the liquid mass flux on this parameter. With in-

creasing mass flux the waiting time is significantly reduced and , i i N .
shows the trend already found for the bubble lifetime. Interest] NéSe bubbles were carried away in streamwise direction until

ingly, the waiting time is only very weakly influenced by the they condensed far away from their nucleation site. Obviously,
heat flux. Only a slight reduction is observed with increasingthe orientation of the gravitational field is crucial. The liquid

Fig. 16. Effect of the liquid mass flux on the phase boundary velocity profile.

heat flux® drag and buoyancy are perpendicula_lr for horizontal heater sur-
faces. In case of a vertical heater orientation both forces act in
4.2.6. Lift-off probability the same direction and foster the bubble detachment.

In addition to the results concerning the time scales of the

boiling process, information about the detachment behaviou4.2.7. Phase boundary velocity profile (PBV)

were extracted from the database. Fig. 15 shows the lift-off Using the two-dimensional cross-correlation algorithm, the

probability, which is indicated with the paramet#iz on the  axial phase boundary velocity profile for different mass fluxes
vertical axis, of the analysed bubbles for different mass- anét constant values of subcooling and heat flux was deter-
heat fluxes. For all parameters the probabilit§s lies be-  mined (see Fig. 16). For all mass fluxes the velocity increases
tween 20 and 65 percent. For small mass flu@s0< G < with increasing distance from the heater (from 0.5 mm to

500 kgm~2s1) the fraction of bubbles, detaching from the 1 mm). The PBV is very sensitive to the mass flux below

surface, is independent of the mass flux. An increase the mags < 750 kgm~2.s~1. In contrast, the influence vanishes for

flux above this range leads to a drop of the lift-off probability. higher values. At bigger distances from the heater surface, the
Whether bubbles detach from the surface or not was contragffect of bubble collapse plays an important role for the devel-
ily discussed in the past. Del Valle and Kenning [17] observecypment of the PBV profile. This leads to a velocity decrease. In
no bubble lift-off for horizontal subcooled flow boiling. In con- Fig, 17 the influence of different heat fluxes on the PBV profile
trast, Bibeau [3] and Thorncroft [18] described that almost allg shown. For distances up to one millimeter, the PBV shows
studied bubbles detach during vertical subcooled flow boilingp,q dependence on the heat flux. For higher distances the bubble
growth and the bubble collapse affect the measured PBV con-

6 See figure in [15]. In this paper, the results are discussed and compared wiiderably. In [12], the influence of the subcooling on the PBV
the findings of other authors. was additionally published. With increasing rates of subcool-
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Fig. 17. Influence of the heat flux on the phase boundary velocity profile.
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Fig. 18. Normalised velocity profile for single phase flow.
_ _ . _ For the determination of the shear stress it is assumed, that the
ing, the PBV profile decreases, while the slope of the profilavall law is partially valid and the data is fitted in this region to
curves increases. The height, where the bubble collapse mainilfe logarithmic profile. The result of this procedure agrees well

takes place, is shifted to smaller values. with the prediction of the wall law of Pranditl for tube flows [20].
The results also correspond well with the findings of Kang et

4.3. Characteristics of the boundary layer al. [21], who studied the isothermal and heated turbulent up-
flow in a vertical annular channel. After the calculation of the

4.3.1. Velocity profiles shear stress, the profiles = f(y™) in Fig. 19 are obtained,

PIV measurements were first performed in single phase flowvhich indicate that the flow over the heater closely follows the
for the mass fluxes 250 and 1000-kg2-s~1, which serve as law for turbulent boundary layers, although the Reynolds num-
reference data for the velocity distribution in the liquid phase ofber in the heated channel is aroun@-4D® and hence probably
subcooled boiling flow. Fig. 18 shows the velocity profiles overstill weakly turbulent.
the heater surface, whereby both mass fluxes were normalised
to the bulk flow velocity. The strong velocity decrease towards4.3.2. Velocity profile of the liquid phase with nucleate boiling
the surface in the boundary layer becomes clearly visible. The Fig. 20 shows the time averaged velocity profiles in flow di-
thickness of the boundary layer is approximately 7 mm. Eq. (4}ection for different mass fluxes and in addition the velocity
[19] predicts 7.6 mm for the mass flux 6f= 1000 kgm=2s™!  profile of the single phase flow for comparison. All velocity
and a boundary layer length of 0.3 m. The single phase megrofiles are normalised with the related mean bulk velocity. The
surements were performed at a fluid temperature {7 vapour bubbles influence the velocity distribution in the bubbly
order to keep liquid viscosity as close as possible to the tworegion as well as in the layer above, where no bubbles exist.
phase flow investigated in the next step. This becomes particularly visible for the lowest investigated

_ —02 mass flux ofG = 250 kgm~2.sL. Although the thickness of
5(L) =0381Re) "L @) the bubbly layer is restricted to the zone of approximately 6 mm
In order to check, whether the velocities in the boundary layepver the heater, the impact of the bubbles on the averaged veloc-
follow the logarithmic wall law for turbulent flow, the measure- ity profile of the forced flow is clearly visible almost up to the
ments were plotted in the semi-logarithmic fouh = f(y™). middle of the channel 20 mm above the heater. It can be seen,
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Fig. 23. Influence of the liquid mass flux on the normal velocity component.

20
20 18 1 G =500 ke/mes) || 9 MW/
18 1 Tow [K] | Pos2 (45-75mm) || 0,20
_.._ 10 16 oo - 037
16 s 14 1 Tg,, =10K —a— 0,48
14 1 L 20 v 12 —— 0,63
12 4 —e— 25 [mm] 10 1 —— 0,77
Y 404 —— 30 s {8
[mm] 6.
8 G =500 kg/(m?s)
6 q = 0,77 MW/m? 41
4 - Pos 2 (45 - 75 mm) 27
2 single phase 0 T T T T T T T
G =250 0 005 01 015 02 025 03 035 04
0 T T T T T v/u,
0 0,2 0,4 0,6 08 1 1,2
u/ug Fig. 24. Influence of the heat flux on the normal velocity component.
Fig. 22. Influence of the rate of subcooling on the axial velocity component. 20
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that for all mass fluxes the bubbles lead to a decrease of th 16 q=077MW/m2 || —s= 10
velocity and hence to an additional pressure drop. This effect 14 Pos3 (80 - 110 mm) || —=— ;(5)
which was postulated earlier by various authors (e.g., [22,23]) Y 12 . s
is quantitatively shown for the first time in this investigation. ™™ 10 — 30
Fig. 21 depicts the influence of the heat flux on the axial ve- 8
locity profile for a constant mass flux ¢f = 500 kgm—2-s71, 6
By increasing the heat flux the boiling process is augmentet 4
and hence the velocity in flow direction decreases. In order tc 2 .
compare the two phase profile with the single phase flow, the 0 01 02 03 0.4 05

reference velocity profifefor G = 250 kgm—2.s71 is addi- v/,

tionally plotted in Fig. 21. The effect of subcooling is shown

in Fig. 22. Going towards to the saturation temperature the bubFig: 25. Influence of the rate of subcooling on the normal velocity component.
ble size and hence the impact on the profile increases.

The PIV measurement also delivers information of the velocity is reached at a distance of approximately 1 mm above
locity component normal to the flow. While this velocity is the heater. With increasing distance to the wall the velocity
very small in single phase flow, it increases considerably durdecreases. For low mass fluxesbt 250 kgm~2-s* the nor-
ing boiling. Due to the bubble growth the fluid above the bubblemal velocity reaches remarkably high values of around 60%
head is accelerated from the boundary layer towards the cenf the bulk velocity and the bubbles influence the flow almost
tre of the channel. The effect of the mass flux on the normajo the channel centre. With increasing mass flux or decreas-
velocity component is shown in Fig. 23 and the influence ofing subcooling the thickness of the impact zone as well as the
the heat flux in Fig. 24. It can be seen, that the maximum veye|ocity ratio decreases (see Figs. 24 and 25). Specially for

Tsub= 10 K and for heat fluxes higher than= 77 MW-m~2
mrresponding single phase velocity profile= 500 kgm~2-s~1 was the normal velocity component is huge, due to the achieve-

not investigated. In regard to the results in Fig. 18 it can be assumed, that Haent of th? netto_vapo_ur_prOdUCtion point (See [3])’ where t_he
present normalised velocity profile would not differ significantly. condensation process is reduced by the small thermal gradient
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between the liquid and the vapour phase. This leads to an accel- 15
erated bubble growth and hence to an enlargement of the void ’
fraction, which also limits the application of this measurement 16
14

technique. Since for all investigated mass fluxes the average
normal velocity was approximately 0.15 to 0.20smt, it can - 121
be concluded that the fluid motion normal to the main flow di- %j 1

rection is almost independent of the mass flux of the cross flow. YR

As already mentioned only the results of Hasan [8] are avail- 061

able for comparison. He investigated the velocity profile with 041 |4Tg, Glxgws)] | qMWAr] | Tg,[K] | Pos2

the LDA in the bubbly region of a vertical annular flow of re- 024 |-ePos 500 077 20 45-77

frigerant R113. The results agree qualitative with the findings 0 ] . ] . . .

of the current study. Full quantitative agreement is not obtained 0 200 400 600 800 1000 G [kg/(m3s)]

due to the differing properties of water and refrigerant R113. . . . . . . . . .
0 0,1 02 0,3 0,4 0,5 0,6 4qMW/mnr]

4.3.3. Comparison of the liquid and the phase boundary . . . '

velocities 10 20 30 TselKl

The velocities of the single phase and the velocities of the
phase boundary in the bubbly region are now compared for dif- ' Pos 1 Pos2 Pos3  Position
ferent test parameters. For this purpose, the axial phase bound- (10-42 mm) (45-77mm)  (80-102 mm)
ary velocities, which are calculated by the cross—correlationF, 26, Ration of th 4 bhase bound ocity brofile and th
algorithm described previously, and the axial fluid velocity 9 <> ~aton ot ihe averaged phase boundary velocity profiie and fhe aver-
. ged fluid velocity profile in the bubbly region.
from the PIV measurements are now averaged for four flxeg

dist bove the heatéf £ 0.5, Y =0.85,Y = 1.2 and , .
Yls_a?%ersmz:])o_\ll_ie iﬁvezsi‘gate(:d range cannot be exten?jr(]ad fvall towards the bulk flow, the bubble contour is stretched into
o ) ain flow direction. This results in an increased phase bound-

ther, because at bigger distances from the heater no bubble .
ary velocity.

exist for high mass fluxes or low heat fluxes. The ratio of the . .
averaged phase boundary velocity and the averaged fluid ve- Gunther [1] as well as Akiyama and Tachibana [24] observed

e L ) . .
locity is plotted over four different test parameters as shown "{hat the bubble velocity is smaller than the fluid velocity. Their

Fig. 26. In each case one parameter is varied while the othefgStS were performed at high mass fluxes and at high rates of

are kept constant. These reference values are defined in the I%J_bcoolmg. At small heat fluxes an opposite trend was noted by

end of Fig. 26. . ibeau [3] a_nd by T.hor_ncroft.[18]. Bot.h findings agree qualita-
For small heat fluxes, high rates of subcooling and for higtVé!y Well with the findings displayed in Fig. 26.
heat fluxes the averaged phase boundary velocity is smaller ) )
than the averaged axial fluid velocity. For all other test para#-4. Uncertainty analysis
meters an opposite trend is visible. In particular for small mass
fluxes of G = 250 kgm*Z.sfl the velocity ratio plotted at the Experimental errors for quantities measured directly were
y-coordinate reaches nearly 2. With increasing mass flux th@btained from manufacturer’s specifications. Errors associated
velocity ratio decreases approximately linear. The degree d#ith calculated parameters were estimated using error propa-
subcooling shows a similar trend. The phase boundary movegation methods. Due to the use of calibrated thermocouples the
guicker when the heat flux is increased. uncertainty for the heater surface temperature is aratthé K.
In addition, a remarkable increase of the PBV along theThe error for the heat flux prediction #0.05 MW-m~2 and
length of the heater in streamwise direction becomes visiblearound+25 kgm~2.s~2 for the liquid mass flux. The uncer-
if the measurements taken at the three different positions art@inty of bubble parameters is based on two reasons. Firstly, the
compared. The reason for this increase is the development é¢mporal and spatial resolution of the high speed camera is lim-
the thermal boundary layer, which leads to an increase of thiéed. In the present case the time resolution, which depends on
liguid temperature in the bubbly layer and to an augmentatioithe selected frame rate, is 0.11 ms and the spatial resolution is
of the bubble growth. around 0.13 mm. The uncertainty becomes especially for small
Interestingly, all effects shown in Fig. 26 correlate qualita-bubbles with short lifetime more evident. The second reason for
tively with the average bubble size. This finding is caused bythe uncertainty is the functionality of the developed algorithms
two different effects. The first one is the influence of the bub-for the automated bubble analysis, which had to be investigated.
bles on the flow. Small bubbles generate only moderate flowhis was performed by comparing the automated results with
resistance and flow deceleration, whereas bigger bubbles haseme manually analysed film sequences. It was ascertained, that
a higher impact on the flow velocity (Fig. 20). The second effecfor all comparisons both results agreed well within the range of
appears in cases with bigger bubbles. While small bubbles ar10%. The uncertainty for the PIV results are similarly based
due to the strong surface tension almost spherical, the shape @fie two effects. The first one mentions the well-known system-
bigger bubbles changes significantly during their lifetime. Dueatical and statistical error of this measurement technique for
to the drag forces of the cross flow, which increase from thehe velocity vector calculation due to optical aberration, tim-
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